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1 Interactions defined in RIP-MD

1.1 Cα based contacts:

Protein contact maps are described as a binary N x N matrix (where N is the
number of Amino Acids (AAs) or length of the protein). In this matrix, each
position i, j is set to 1 if the distance between the Cαs of residues i and j is ď
d, where d is a distance threshold (Fig. 1) [11, 13, 32]. In RIP-MD the default
value of this distance threshold is 8Å[33].

1.2 Hydrogen Bonds:

Hydrogen Bonds (HBs) are identified by a geometric criteria: By default, a pair
donor (d) – acceptor (a) is considered to be hydrogen bonded if their distance
is less than 3Å and the ?cba angle is greater than 1200, with all ?cba angles
classified as being between 00 and 1800 (see Fig. 2.A) [28, 15].

1.3 Salt Bridges:

Salt bridges (SBs) are defined as electrostatic interactions formed between two
heavy atoms of opposite charge, where a pair of heavy atoms are within a given

Figure 1: Contact of two Cαs of two different residues. The Cαs are represented
as the red spheres and the dashed line represents the contact.
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Figure 2: Examples of HBs and SBs. (A) HB defined by the distance d between
the two heavy atoms and the angle formed by the electronegative atom (a) and
the hydrogen atom (b) covalently bonded to the other electronegative atom (c).
(B) SB where d is the distance threshold that defines the interaction.

Figure 3: Example of a disulfide bridge between a pair of cysteins. The covalent
bonds are defined by dihedral angles for the C-S-S-C atoms (abce) between 600

and 900 and a distance between the two sulfur atoms (d) ď 3Å.

distance threshold. In detail, SBs are treated as a contact between NH/NZ in
ARG/LYS residues and OE*/OD* in ASP/GLU AAs, and the distance thresh-
old is ď 6Å between those atoms (see Fig. 2.B) [5, 9].

1.4 Disulfide bonds:

Disulfide bonds (DBs) or disulfide bridges are covalent bonds formed between
sulfur atoms of the thiol groups of two cystein residues [8, 2, 31]. For static
structures i.e. a PDB file, RIP-MD allows for the definition of DBs employing
a geometric criteria: the distance between the sulfur atoms of two cysteins is ď
3Å and the dihedral angle ?abce is between 600 and 900 (see Fig. 3). Regarding
dynamics structures i.e. a Molecular Dynamics (MD) trajectory, we do not
provide such capability due to non-reactive nature of common biomolecular
force-fields in where all covalent interactions need to be previously established
[26, 7, 17].

1.5 Cation-π and π-π interactions:

The delocalized nature of π-π bonds in aromatic systems leads to a higher
electron density above and below the ring plane. The latter results in partic-
ular electrostatic interaction between π conjugated species and polar moieties,
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Figure 4: Cation-π interactions. (A) Example of the interaction between a
benzene ring and a cation. This interaction is defined by a distance threshold (d)
ď 7Å and the ?abc between 00 and 600 or between 1200 and 1800. (B) Example
of the interaction between a Arginine acting as a cation, and a Tyrosine acting
as the π-system.

cations, anions or other aromatic rings [3]. Among these, cation-π and π-π are
the most abundant and relevant in biological contexts [23]. It is important to
mention that in proteins, π-systems are only found in aromatic residues (Phe,
Tyr and Trp), while cations involved in this type of interaction belong to Lys
and Arg AAs [10, 12].

Cation-π interactions occur between a positively charged ion and the face
of an electron-rich π system (see Fig. 4). Histidine residues are a special case
in cation-π interactions, as they can act both as a cation or as a π-system
depending on their protonation state. In agreement with Liao et al [16], RIP-
MD considers His residues as a cation if they present a protonated nitrogen
atom, and as π-system only if they are not protonated. In this way, interactions
are defined when an aromatic residue and a charged atom are within a distance
threshold ď 7Å. Furthermore, the angle between the vectors formed by the
cation and the center of the π system and the normal vector of this π-system
must be between 00 and 600 or between 1200 and 1800 (see Fig. 4.A) [21].

π-π interactions occur between two aromatic rings or π-systems. In RIP-MD
these are defined considering a distance between the geometric center of each
aromatic ring (ď 6Å) (see Fig. 5.A) [21]. RIP-MD also computes the orientation
of each ring with respect to each other and classifies π-π interactions accordingly,
as shown in Fig. 5.B.

1.6 Arg-Arg interactions:

There are several computational studies that have demonstrated that the guani-
dine group of Arginines can resonate and stabilize an interaction between the
side chain of two Args [30, 34]. This interaction between Args can form clusters
and is often involved in protein-protein oligomerization, molecular recognition
and ligand binding [25]. To detect this type of interaction, RIP-MD looks for
pairs of Arg residues whose Cζs are within a distance ď 5Å (see Fig. 6) [20, 25].
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Figure 5: Description of π-π interactions. (A) Example of the interaction be-
tween two Phe residues. This interaction exists if the distance between the
centroids of the two π-systems (d) is ď 6Å. (B) Definition of the possible ori-
entations of the aromatic rings. These orientations are: Parallel orientation,
T-shape with face to edge, T-shape with edge to face and L-shape.

1.7 Coulomb interactions and van der Waals (vdW) con-
tacts:

All previously described interactions are a either vdW, electrostatics or combina-
tion of these last two. Indeed, from a first-principles perspective, all interactions
at the molecular level are Coulombic in nature. Thus, inspired by standard MD
algorithms[29], RIP-MD includes procedures to compute vdW and Coulomb
interactions, as it will be explained below.

In RIP-MD, vdW contacts are computed using a 12-6 Lennard-Jones poten-
tial (VLJ) described by Eq. 1.

VLJ “ ε

„

´σ

r

¯12

´ 2
´σ

r

¯6


(1)

where the distance between an atom pair is represented by r, while σ and
ε respectively are the zero energy distance and the depth of the potential well.
These are specific for each atom type, being force-field dependent and are ei-
ther obtained from when a single structure is provided or the corresponding
parameter file if a MD trajectory is submitted to RIP-MD.

vdW contacts are defined as shown in Fig. 7. In this figure, atoms 1 and 4
can form a vdW interaction since they are separated by at least three covalent
bonds and the distance between the spheres that represent their van der Waals
radius (d) is within -0.1Å and 3Å.

To reduce the computational cost caused by the calculation of interactions
between each pair of atoms, all coulombic interactions are computed employing
a charged-group based cut-off using a 1-4 potential (see Figures 7 and 8) [29,
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Figure 6: Arginine-Arginine interactions. This interaction is detected when the
distance (d) between Cζ- Cζ is ď 5Å

.

4, 18, 19]. Thus, interactions between pairs of fully or partially charged atoms
pertaining two charged-groups, CG1 and CG2 and within a give cut-off are
calculated via:

VCoulomb “
1

4πε0εcs

ÿ

iPCG1

ÿ

jPCG2
l jh n

i, j not excluded, j inside cut-off i

qiqj
|~rij |

(2)

in which ε0 and εCS are the permittivity of vacuum and the simulated me-
dia, respectively. Usually, εCS is set to 1 when simulating in explicit solvent
conditions. ~rij is the distance vector between particles i and j. In general MD
simulations are run under periodic boundary conditions to avoid surface effects.
The latter leads to spurious electrostatics as the 1

r does not converge across the
box copies. Several strategies exit to alleviate these artifacts, such as lattice
sums and the Reaction Field (RF) method. The latter is quite computationally
expensive, thus in RIP-MD a modified Coulomb potential using the RF for-
mulation is employed. In detail, apart from the so called Coulombic term (see
Eq. (2)) two extra terms that mimic the effects of the surrounding solvent are
added.

VDD “
1

4πε0εcs

ÿ

iPCG1

ÿ
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j inside cut-off i

´qiqjCRF~r
2
ij

2RRF
3 (3)

and

VDI “
1

4πε0εcs

ÿ

iPCG1

ÿ

jPCG2
l jh n

j inside cut-off i

´qiqjp1´ 0.5CRF q

RRF
(4)
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Figure 7: 1-4 Potential for Coulomb and VdW interactions. These interactions
are computed if the interacting atoms (atoms 1 and 4) are separated at least by
three covalent bonds. Also, the potentials are computed in a distance threshold
d.

Figure 8: Example of residue charged groups. In this case Alanine is divided in
three charged groups (colored circles) as defined by CHARMM topology file.

with CRF :

CRF “
p2εCS ´ 2εRF qp1` κRFRRF q ´ εRF pκRFRRF q

2

pεCS ` 2εRF qp1` κRFRRF q ` εRF pκRFRRF q2
(5)

where εRF is the RF permittivity, i.e. the permittivity of the solvent, κRF is
the inverse Debye screening length, usually set to 0 for explicit solvent MD and
RRF is the RF cut-off. Eqs. (3) and (4) are known as the distance dependent
and independent terms, respectively. Eq.(2) is not evaluated for excluded atoms
(those connected by 4 or less atoms, e.g. a torsion angle), while Eqs. (3) and
(4) are evaluated for these atoms, as well.

Given the long-range nature of Eqs. (2), (3) and (4), a raw Residue Inter-
action Network (RIN) is rather impractical for visualization purposes. We have
adopted two strategies to alleviate this issue: an interaction is considered only if
it is above kBT , where kB is the Boltzmann constant and T is the temperature
in kelvin; all interactions are consolidated at the residue level, in other words
a node, i.e., an AA, can have multiple edges i.e. an interaction, based on it
constituent charge-groups (see Fig. 8).

2 Performance

In this section reports the time consumed by the RIP-MD jobs used as examples
in the main text. The following tables describe features of the job (Table 1) and
time to execute each of the parts of the job (Table 2 for operations over files and
Table 3 for time consumed to compute each interaction type). These calculations
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were performed on a PC with 2 Intel Xeon E5-2690 v3 CPU (each 12 cores with
24 threads) and 126 GB of RAM.

System # of Atoms # of Frames # of cores used
MD2 (open) 2267 1250 20

MD2 (closing) 2267 11250 20
MD2 (closed) 2267 8618 20

GJC 42708 17589 40

Table 1: Number of atoms and frames for MD2 in separated in its three windows
and the conexin 26 GJC. The third column reports the number of cores used to
determine RINs.

System Extracting frames Writing attributes Saving graphs
MD2 (open) 0:00:07 0:00:08 0:02:22

MD2 (closing) 0:01:23 0:01:09 0:21:47
MD2 (closed) 0:01:03 0:00:51 0:28:55

GJC 0:55:45 0:14:29 1:07:29

Table 2: Time in h:mm:ss format employed to perform each task on the MD
trajectories of MD2 in separated in its three windows and the conexin 26 GJC.

System Cα H Bonds Salt bridge Cation -π π-π Arg- Arg vdW Coulomb Correlation
MD2 (open) 0:00:08 0:01:26 0:00:04 0:00:06 0:00:06 0:00:03 1:04:30 0:52:25 0:08:43

MD2 (closing) 0:01:01 0:13:13 0:00:27 0:00:48 0:00:57 0:00:21 9:33:10 8:09:51 1:13:17
MD2 (closed) 0:00:46 0:09:57 0:00:21 0:.00:35 0:00:43 0:00:17 7:22:40 7:22:40 1:00:34

GJC 2:43:41 3:44:27 0:11:57 2:10:09 4:08:28 0:09:58 N/A N/A N/A

Table 3: Time in h:mm:ss format employed to determine each type of interac-
tion. N/A indicates absence of the corresponding type of data for the condition.

3 Comparison of RIP-MD with other methods

There are several programs or libraries that generate RINs from static struc-
tures and/or for MD trajectories (summarized in table 4. In order to provide a
comparison between the functionalities of RIP-MD and those of other available
tools, we run Carma [14] and MD-TASK [6] on our first example, the closure
of MD2 pocket. These two programs were chosen due to their availability, they
are easy to install and they consider both inter and intra chain interactions to
build RINs from MD simulations.

While Carma was designed to study Contact Maps (CMs) between Cα atoms
of AAs, MD-TASK generates RINs only using contacts between Cβ . Neither
of these progrmas generates a consensus RIN, allowing only for a straight com-
parsion between their respective resulting CMs for each snapshot of the MD
simulation. Nonetheless, we developed two simple scripts that generate a con-
sensus RIN, one for the output of each approach, which solely keep those in-
teractions that are present in at least 75% of the simulated time. Both scripts

7



can be downloaded from https://github.com/Cold7/consensus_rin. The
consensus RINs generated by these two scripts and the equivalent consensus
RIN obtained with Cα atoms by RIP-MD are shown in Fig. 9. RIP-MD and
Carma generate identical networks, as it was expected, but the comparison with
MD-TASK indicates a distinct, but similar response between the two different
approaches to construct RINs.

When the same RINs are generated using non-covalent interactions using
RIP-MD (Fig. 10), they show a similar behaviour as with the other defini-
tions (contancts between Cαs or between Cβs). Nevertheless, the usage of non-
covalent interactions allows to identify those chemical groups within the protein
structure that are key to maintain the structure in each step, and in doing so,
add more detail to the analysis of the MD simulation.)
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Figure 9: RINs generated by RIP-MD, Carma and MD-TASK for our MD2
example. A) CM for the open state; B) CM for the closing state; C) CM for the
closed satea, each computed with each software. While RIP-MD and Carma
show the same number of edges (591, 567 and 597 for each window), MD-TASK
show 523, 516 and 550 edges for each window. Edge colors are described as
follow. Red: Contacts existing in [75% - 80%) of the simulated time. Yellow:
Contacts existing in [80% - 90%). Green: Contacts existing in [90% - 100%).
Blue: Contacts existing in all simulated time.
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Figure 10: RINs generated by RIP-MD from the MD2 example. The networks
shown correspond to the same system as in Fig. 9 but made with HBs (green
edges), π-π interactions in red and slat bridges in blue, all present in at least
75% of the simulation. Cα contacts, VdW interactions and Coulomb contacts
were omitted to highlight diferences with other methods. A) CM for the open.
B) CM for the closing. C) CM for closed state.

10



Program / Library Description Reference

MDAnalysis
Python library to analyze trajectories from MD simulations. MDAnalysis implements

[24]
atom selection commands, allowing to work with atomic coordinates, and thus, to compute cα contacts.

MD-TASK
Suite of Python scripts that have been developed to analyze molecular dynamics

[6]trajectories. These scripts fall into 3 categories: Residue Interaction Networks, Perturbation analysis
Response Scanning and Dynamic Cross-Correlation

PROTMAP2D

Tool for calculation, visualization and comparison of contact maps. It can be used for

[27]
quantitative and qualitative characterization of differences and similarities between alternative models of
the same protein, e.g. crystal structures solved under different conditions and/or series of conformations
obtained in the course of MD simulations.

MDcons

Analysis of conserved contacts during MD simulations of Protein, RNA, DNA and Ligand

[1]
based complexes. The input is either a MD trajectory, a set of snapshots or a
single snapshot. The outputs are (1) maps of most/less frequently conserved contacts during MD or (2) a
list of most/less frequently conserved contacts during MD.

ConAn

Tool to analyze MD trajectories through the use of

[22]
contact maps and related quantities. It can be very useful for a first, exploratory analysis, i.e.,
identifying key contacts to be analyzed further, but can also offer alternative, possibly more precise,
measures to the ones commonly used (RMSD, RMSF, etc...)

carma
CA-CA distance map calculator, but it also supports most of the steps required for

[14]
a principal component analysis of molecular dynamics trajectories (also known as essential dynamics analysis).

Table 4: Programs and libraries that can compute RINs from MD simulations.
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