Supplementary results for: Identifying accurate metagenome and amplicon software via a meta-analysis of sequence to taxonomy benchmarking studies
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ABSTRACT

In the below we provide additional results for our investigation into benchmarks of metagenomics analysis tools.
Figure S1. A high-level summary of the main metagenome data production and analysis pathways. The main split is between amplicon or marker-gene based approaches and the shotgun metagenomics strategies. These sequences can be further processed and used to generate Operational Taxonomic Units (OTUs), Amplicon Sequence Variants (ASVs), and/or mapped onto reference databases for taxonomic and/or functional assignments. The tools referenced in the figure include QIIME (Caporaso et al., 2010), Mothur (Schloss et al., 2009), DADA2 (Callahan et al., 2016), PICRUSt (Langille et al., 2013), MEGAN (Huson et al., 2007), PhyloPythiaS (Gregor et al., 2016), Taxator-tk (Dröge et al., 2015), Prokka (Seemann, 2014), MetaGeneMark (Zhu et al., 2010), GLIMMER-MG (Kelley et al., 2012), FragGeneScan (Rho et al., 2010), Kraken (Wood and Salzberg, 2014), CLARK (Ounit et al., 2015), PhymmBL (Brady and Salzberg, 2011), MetaPhlAn (Truong et al., 2015), One Codex (Minot et al., 2015), MEGAN-CE (Huson et al., 2016), HUMANN (Abubucker et al., 2012) and MEtaCV (Liu et al., 2013).
Figure S2. The distribution of sensitivity (A-D) and PPV (E-H) estimates for each of the four benchmark publications. Each benchmark has a different characteristic distribution for sensitivity and PPV due to different test dataset sizes and different methods for computing these values.

Figure S3. The distributions of F-measure estimates and corresponding robust Z-scores for each of the six benchmark publications. Each benchmark has a different characteristic distribution for F-measure due to different test dataset sizes and different methods for computing F-measure. The robust Z-score corrects for some of the variation between benchmarks.
Figure S4. Ranked lists of metagenome analysis tools, based upon median Sensitivity, PPV and F measures. Coloured points indicate an estimated accuracy measure from one of four benchmark publications. Median values are indicated by a vertical bar (black for the overall median value, coloured bars for the median value from a publication). Bootstrap derived 95% confidence intervals for the Sensitivity, PPV or F-measure are indicated with a thin black lines for each method.
Figure S5. Estimated effect size (Robust Z-scores or Odds ratios) versus the confidence intervals. These plots show an alternative view of the forest-plots from Figure 3B and Figure 4A. The small sets of tools with comparatively high estimated accuracy and small confidence intervals have been indicated with grey boxes.

Figure S6. Comparison of Robust Z-scores and odds ratios from the network meta-analysis. The Pearson’s correlation coefficient between the two approaches for ranking software tools is 0.91 (P-value=4.9 × 10⁻¹⁰).
Table S1. Supplementary Table 1: There are three main criteria for benchmarking that authors should try to adhere to (Boulesteix et al., 2013). Criteria 1: the main focus of the study should be an evaluation. This criteria was evaluated manually by the authors of this study. Criteria 2: benchmark authors should be reasonably neutral i.e. not involved in the development of methods included in the evaluation. This was evaluated by collecting method references provided by benchmark authors, and were tabulated and evaluated manually for overlap between authorship lists for the benchmarks and methods. Criteria 3: the test data, evaluation and methods should be selected in a rational way. We assessed the number of taxa used and the evaluation metrics reported for each study. If either of these were too low or likely to be biased (e.g. only reporting sensitivity), then criteria 3 was not met.

*The benchmark co-authors S Lonardi and R Ounit are also co-authors of the tools CLARK and CLARK-S, GL Rosen is a co-author of the tool NBC. All three tools were benchmarked in this study.

**12 of the 67 CAMI benchmark authors are also co-authors for 7 of the 14 tools that were benchmarked in this study.

***Subsequent analysis of the results from this manuscript highlight that the 11 taxa used in this evaluation is too few for robust accuracy estimates. Furthermore, one of the taxa has been renamed in subsequent taxonomies, making some of the accuracy estimates lower than these are in practise (Lu et al., 2017).
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