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Results of the Reliability and Quality Control coding

Double-Blind Coding
Only five of the 24 article titles were identified as containing statements referring to statistically non-significant results by either of the two coders, and from this, the two coders agreed on only one out of five (20%) of the articles about whether the title included a statement that reported or interpreted a statistically non-significant result. Following discussion with the whole group, we agreed that it was often ambiguous whether the titles of articles were reporting the results or already interpreting them in relation to a substantive claim, and so we decided to combine these variables and have no sub-group analysis for the title claim, deviating from our original plan. When considering the category (Justified; Caveated, Similar or Ambiguous; No Effect) of the title claim, the two coders agreed on two out of six articles (33%; Gwet’s AC1 = 0.16, 95% CI: -0.60 to 0.92, p = .615; Cohen’s kappa = 0.07, p = .674)). Three of the four disagreements occurred when one coder did not interpret the title as referring to statistically non-significant result, e.g. as in “Evidence that novel flavors unconditionally suppress weight gain in the absence of flavor-calorie associations” (Seitz et al., 2020), and one where a coder appeared to have made an error. From discussion within the group, it was evident that these ambiguous cases — where the statements were not clearly written referring to statistically non-significant results but involved an interpretation that did not directly corresponds to a specific non-significant result from the article — proved the most difficult during the whole coding procedure, and this affected the reliability of the title claims and population claims from the abstract. 
	The coders identified 24 statements from the abstracts of the papers that reported a statistically non-significant result, from which they coded the same claim on 22 out of 24 occasions (91.6%). Of these 22 claims, the two coders agreed on 19 of their classification (86.3%; Gwet’s AC1 = 0.83, 95% CI: 0.62 to 1.00, p < .001; Cohen’s kappa = 0.68, p < .001). In contrast, the coders identified only eight statements that interpreted a statistically non-significant result in relation to a substantive claim from the abstracts of articles, from which they agreed on three occasions (37.5%), and of these three, agreed on two of their classifications (66.7%; Gwet’s AC1 = 0.61, 95% CI: -1.27 to 1.00, p = 0.296). From the results, the coders recorded the same text for 15 of the 22 (68.2%) abstract claims that they had coded the same, and of these 15, they agreed on 13 of their classification (86.7%; Gwet’s AC1 = 0.82, 95% CI: 0.55 to 1.00, p < .001; Cohen’s kappa = 0.75, p = .001) and extracted the exact same p-value for 10 of these 13 (76.9%). 
	In sum, the double-blind coding demonstrated good inter-rater consistency for how the abstract reported non-significant results and associated results and p-values were extracted, even before our quality control procedures had been implemented, which ensured that any potential errors during coding are rectified before data analysis. In contrast, inter-rater consistency was low for the title claims and interpretations of the results from the abstracts. This matched our subjective experience of the coding procedure, where we experienced many cases where the interpretation of the results was vague and about a theoretical hypothesis that did not closely correspond to any specific statistical result from the article. In contrast, the statement reporting a non-significant result in the abstract could often be easily mapped onto a particular statistically non-significant result in the text. 

Quality Control
To rectify any potential errors during coding, each article was checked by a quality controller. The initial coders identified 67 possible statements referring to a statistically non-significant result in the titles of papers, and the quality controller agreed with the classification of 39 (58%) of these statements, had a minor disagreement with six statements (9%), and a major disagreement with 22 statements (33%). Of note, 16 of these 22 major disagreements came from a single repeated error in which one individual coder coded ‘ambiguous’ for titles containing no statement referring to a statistically non-significant result. In the abstract, coders identified 281 statements reporting a statistically non-significant result in the paper. Of these, the quality controllers agreed with the classification of 250 (89%), had minor comments about 16 (6%), and major disagreements with 15 (5%). Coders identified a much smaller number of interpretations of statistically non-significant results in relation to a substantive claim in the articles and disagreed more frequently: Of the 82 identified statements, the quality controllers agreed with the classification of 44 (53%), had minor comments about 18 (22%) and major disagreements with 20 (24%). Regarding the result texts from the article bodies, coders identified 282 results, of which the quality controller agreed with the classification and extracted p-value for 252 (89%), had minor comments for 13 (5%), and major disagreements for 17 (6%). 
	In addition to its primary aim, i.e., to identify any clear errors in the data extraction process, this quality control process allowed us to also to i) highlight borderline cases where our coding scheme could not clearly categorize certain statements, and ii) assess the robustness of the coding procedure. In line with the results from the double-blind coding, the quality control process demonstrated a high inter-rater agreement and consistency with identifying and classifying statements reporting statistically non-significant results from abstracts, and the corresponding results and p-values from the main text, yet greater inconsistency in deciding, i) whether titles and interpretations of the results in relation to a substantive claim really pertained to the result of a non-significant NHST, and ii) whether the authors were claiming the absence of an effect from these statistically non-significant results. This inconsistency occurred mainly because many titles and interpretations of results in relation to a substantive claim referred not to a certain statistical result but made a vague theoretical statement. 
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