
Article S3. Parameter optimization and analyses for MaxEnt modelling 

MaxEnt parameter optimization 

Recent studies have called for careful parameter optimization to balance accuracy 

and complexity in SDM models (Morales et al. 2017). Our goal was to fully optimize our 

MaxEnt modelling process and the following steps were designed for each modelling 

scenario.  

We focused on two aspects of MaxEnt parameterization (Phillips & Dudík 2008): 

1) Feature classes including linear (L), quadratic (Q), product (P), hinge (H) and 

threshold (T), where combinations of FCs determine how organism-to-environment 

responses are quantified and more FCs increase model complexity (Elith et al. 2011). 2) 

Regularization multiplier (RM) for global model complexity tuning, with higher RM  

values favoring less-complex models. For these two parameters, We generated a pool of 

80 parameter combinations from 8 FC sets (L, H, LQ, LQP, LQH, LQPT, LQPH, 

LQPHT) and 10 RMs (from 1.0 to 5.5 in 0.5 increments).  

We then used a stepwise backward selection framework to remove variables that 

contributed less than a given percentage to the model. Higher cut-offs are expected to 

retain fewer variables and produce simpler models, thus further reducing model 

complexity. For the first round of modelling, all 40 variables were used and those 

contributing less than the cut-off were eliminated. The remaining variables were pooled 

for the next round of modelling. This process was repeated until all variables contributed 

above the given cut-off (final variables). We tested three cut-off values 1%, 3%, and 5% 

and presented results from 3% models in the main text. 



Finally, for each cut-off, a cross-validation model (10-fold) for each parameter 

combination was generated using the final variables. We ranked the 80 validated models 

from each cut-off by the Akaike Information Criterion corrected for small sample size 

(AICc. Hurvich & Tsai 1989) and the top model (ΔAICc = 0) was considered as the 

optimized model. This process produced one optimized model for each cut-off. 

Following summarizes our effort on MaxEnt model optimization. Raising the cut-

off reduced the model complexity by including fewer variables, with the effect more 

pronounced in the smaller Rideau region (Table 1). Varying the cut-off changed little for 

model FC and RM, although for the Rideau region models with the 1% cut-off, three FCs 

(LQP) were included for the combined dataset, compared to two FCs (LQ) for the 

remaining models (Table 1). While higher cut-offs lead to lower training and testing 

AUC values, the overall AUC values were over 0.90 for all models implying satisfactory 

model performance (Swets 1988). The optimized models had less overfitting with slightly 

lower training and testing AUC values compared to models generated using default 

MaxEnt settings (i.e., LQPTH1.0). We decided that models from 3% cut-off balanced 

model complexity and prediction accuracy1. Thus, our optimized models included 1) 

Linear and Quadratic features for models in Rideau region with RM = 1.0; and 2) Linear, 

Quadratic, Product, and Threshold features for models in southern Ontario region RM = 

2.5. For results from models using 1% and 5% cut-offs see Article S4. 

Overall, our optimization protocol reduced model overfitting by including fewer 

FCs, increasing RM for overfitting, and removing non-significant environmental 

 
1 However, there is no consensus on what cut-off value is best, although 1% is common. In our case, higher 

cut-off values lowered the model complexity by reducing the number of variables, rather than altering its 

FCs or RM. We recommend exploring the effects of different criteria during MaxEnt optimization when 

using stepwise selection. 



variables while maintaining high prediction accuracy. A less complex and more 

generalizable model not only means greater transferability to areas where the focal 

species is not yet known, or to past or future climate scenarios (Wenger & Olden 2012), 

but is also more biologically and ecologically interpretable. 

Comparing MaxEnt predictions using KL Divergence 

MaxEnt raw output, relative occurrence rate (ROR) is essentially a probability 

distribution across the modelling space. For example, in our Rideau modelling region, 

there are 44,639 grid cells (1 km2) and MaxEnt predicts probability of presence for each 

cell and values in all cells add up to 1. A widely used metric to measure differences 

between probability distributions is Kullback-Leibler divergence (KL Divergence, DKL) 

introduced by Kullback & Leibler (1951). KL divergence asymmetrically measures the 

distance from one discrete probability distribution P to another Q (P and Q are defined on 

the same probability space, 𝜒): 

𝐷𝐾𝐿(𝑃 ∥ 𝑄) = ∑𝑃(𝑥)log(
𝑃(𝑥)

𝑄(𝑥)
)

𝑥∈𝜒

 

Similarly, distance from Q to P is given by: 

𝐷𝐾𝐿(𝑄 ∥ 𝑃) = ∑𝑄(𝑥)log(
𝑄(𝑥)

𝑃(𝑥)
)

𝑥∈𝜒

 

The mean of these two distances, also known as symmetrised KL divergence, was used in 

this study. Since KL divergence is a relative measurement of entropy, it does not quantify 

as a statistical metric. Our workaround is described as followed. In this study, the final 

MaxEnt models were validated using k-fold (k = 10) cross-validation, where 10 replicate 

models were built each with 10% randomly occurrences omitted from the original 



dataset. The final MaxEnt model is essential the average of these 10 replicate models. Let 

A and B denote the raw ROR output of two MaxEnt models, each with 10 replicate 

models (A1-10 and B1-10). The average distance among the replicate models within each 

model can then be calculated as the average pair-wise KL divergence among the replicate 

models: 

𝑀𝑒𝑎𝑛𝐷𝐾𝐿𝑤𝑖𝑡ℎ𝑖𝑛(𝐴) =
1

90
× ∑ 𝐷𝐾𝐿(𝐴𝑖 ∥ 𝐴𝑗)

𝑖≠𝑗

𝑖,𝑗∈[1,10]

 

𝑀𝑒𝑎𝑛𝐷𝐾𝐿𝑤𝑖𝑡ℎ𝑖𝑛(𝐵) =
1

90
× ∑ 𝐷𝐾𝐿(𝐵𝑖 ∥ 𝐵𝑗)

𝑖≠𝑗

𝑖,𝑗∈[1,10]

 

Similarly, the average distance among the replicate models between each model can be 

calculated as: 

𝑀𝑒𝑎𝑛𝐷𝐾𝐿𝑏𝑒𝑡𝑤𝑒𝑒𝑚(𝐴𝐵) =
1

200
× ∑ 𝐷𝐾𝐿(𝐴𝑖 ∥ 𝐵𝑗)

𝑖,𝑗∈[1,10]

 

These means can then be statistically compared, where we used Kruskal Wallis test for 

this study. If the two distribution A and B are of little divergence from each other, one 

can expect both Mean DKL within A and B to be similar to the Mean DKL between A and 

B. Conversely, if both Mean DKL within A and B are smaller than Mean DKL between 

A and B, we considered the two probability distributions A and B are significantly 

departing from each other. In both cases, we should not observe the Mean DKL within A 

and B to be significantly different from each other. 

Collinearity of environmental variables 

Spatial autocorrelation among environmental variables used for niche modelling 

is inevitable. Whether one should address this spatial collinearity before or after MaxEnt 



modelling is debated (Merow et al. 2013). We did not seek to reduce collinearity a priori 

for two reasons: 1) There is no consensus on the need for this, as MaxEnt was developed 

to accommodate autocorrelated variables (Phillips et al. 2006). For example, Feng et al. 

(2019) showed that model performance was not affected by the collinearity (although 

transferability to other regions could be compromised); 2) The available collinearity 

reduction methods have not been adequately tested for MaxEnt. For example, PCA prior 

to modelling effectively eliminates collinearity at the cost of rendering variables 

uninterpretable, as the abstracted multivariate dimensions have no real-world meaning. 

Instead, we performed PCA post hoc for variables from the optimized MaxEnt 

models to interpret the relation between musk turtle distribution and environmental 

gradients. The retained variables fell into three categories: 1) Thermal conditions (Annual 

mean temperature, Mean temperature warmest quarter); 2) Aquatic environmental 

characteristics (Waterbody area proportions, Total shoreline); and 3) Elevation and 

precipitation (Mean elevation, Precipitation warmest quarter). Mean elevation and 

Precipitation warmest quarter are grouped according to the PCA results although the 

correlation between them was relatively low (rs = 0.41). 
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