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ABSTRACT

This document contains supplementary information for the paper “Encoder-Decoder Convolutional Neural
Network for Simple CT Segmentation of COVID-19 Infected Lungs” by Newson et al.

CODE AVAILABILITY
A copy of our Code for ED-CNN can be found at https://github.com/Kiri-Newson/ED-CNN/
blob/main/GitHub_version_ED_CNN_Model.ipynb ///(DOI:10.5281/zenodo.8099854)

DATA AVAILABILITY
Data used throughout this work can be found online at https://doi.org/10.5281/zenodo.
3757476 via http://medicalsegmentation.com/covid19/ (data from Jun et al. (2020)).

Repeats Sm Ea MAE Sen Sp Pc F1 Acc
Run 1 0.8176 0.8644 0.0075 0.8342 0.9959 0.7284 0.7647 0.9939
Run 2 0.8017 0.8339 0.0065 0.6943 0.9984 0.8168 0.7335 0.9948
Run 3 0.8238 0.8568 0.0075 0.7913 0.9967 0.7999 0.7837 0.9934
Run 4 0.8338 0.8736 0.0077 0.8399 0.9955 0.7325 0.7708 0.9935
Run 5 0.8204 0.8736 0.0077 0.8147 0.9961 0.7665 0.7779 0.9934
Run 6 0.8234 0.8625 0.0078 0.8300 0.9959 0.7654 0.7806 0.9996
Run 7 0.8174 0.8670 0.0069 0.8062 0.9967 0.7656 0.7687 0.9946
Run 8 0.8194 0.8547 0.0071 0.7992 0.9972 0.7590 0.7623 0.9944
Run 9 0.8273 0.8628 0.0073 0.8355 0.9960 0.7410 0.7703 0.9939
Run 10 0.8166 0.8599 0.0079 0.8502 0.9955 0.6969 0.7463 0.9937

Table S1. Re-runs of our ED-CNN model - This is carried out with data randomisation each time - all
computed with a different testing dataset with size of 369 images and different training set as a result of
the randomisation when retraining the model.

1

https://github.com/Kiri-Newson/ED-CNN/blob/main/GitHub_version_ED_CNN_Model.ipynb
https://github.com/Kiri-Newson/ED-CNN/blob/main/GitHub_version_ED_CNN_Model.ipynb
https://doi.org/10.5281/zenodo.3757476
https://doi.org/10.5281/zenodo.3757476
http://medicalsegmentation.com/covid19/


128 x 64 x 16

128 x 32 x 16

64 x 32 x 16

Figure S1. Investigating the best shape of the model based on training curves - Selecting the best
filter sizes for the overall shape of our ED-CNN model
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Figure S2. The data augmentation process - This is used to increase the size of the training dataset
from 1,475 initial images to 5,900 images after a series of flipping up/down and left/right to form a new
larger training dataset
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Figure S3. Testing a range of Epoch values - This is to ensure model isn’t over-fitting.
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