Description of models used:
Our architecture is as follows 
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Here for our pretrained model Dense Net 169 was used for both branches as It was giving the best results which is show in our paper, CNNS were used as they have been shown to perform very well on images. Also because the other state of the art methods used CNNs we too decided to use CNNs. Our results show that CNNs were a good choice for our particular problem
[bookmark: _GoBack]


image1.png
QRz000

| Pre-Trained Model H Pre-Trained Model ‘

i

¥

GlobalAveragePooling2D | ‘GlobulAveragePoulingZD‘

¥

¥

| Batch Normalization H Batch Normalization

v

v

,_|

Dropout Layer

Dropout Layer

¥

v

512 Neuron Dense Layer | ‘ 512 Neuron Dense Layer }ﬁ

¥

¥

,_|

Dropout Layer

Dropout Layer

| 256 Neuron Dense Layer | ‘ 256 Neuron Dense Layer }—\

\_|

Dropout Layer

Dropout Layer

¥

M

128 Neuron Dense Layer | ‘ 128 Neuron Dense Layer }—/

¥

v

\_|

Dropout Layer

Dropout Layer

¥

¥

| 1 Neuron Dense Layer | ‘ 1 Neuron Dense Layer }—/

Sigmoid

Sigmoid

|

Probability Covid

Probability Pneumonia

Inputlayer  Hidden layer  Output layer





