Supplementary Figures for Research Questions
[bookmark: OLE_LINK1]RQ1: What type of models and procedures are used in the real time HGR through deep learning?
In accordance with Table 7, Figure 5 illustrates the distribution of various underlying models, each represented by a unique color and numerical value. Moreover, the overlapping parts of the colors are the combination of two or more underlying models.
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Figure 1 The distribution of underlying models in methods shows the number of CNN, LSTM, attention mechanism, and others and their combination. Among them, CNN has the highest frequency of occurrence, followed by multiple models composite.
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Figure 2 Improvements and limitations in the performance of the models
RQ2: What are the performance metrics used to evaluate the HGR models?
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Figure 3 Analysis of the datasets chosen for training.
[bookmark: _Hlk196459464][image: ]
Figure 4 The relationship between evaluation parameters choosing and underlying models. The CNN and underlying models combination are higher than others in each evaluation parameter.
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Figure 5 Ablation study. Among them, both similar underlying models and integrating specific models are the largest.
RQ3: Which research gap remains in real-time HGR using deep learning?
[image: ]
Figure 6 The proportion of different limitations.
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